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Reasoning, Memory, and Planning



Key Concepts for (Language) Agents

❏  Reasoning

❏  Memory

❏  Planning



Key Concepts for Language Agents

❏  Action space (beyond environment actions)

○ Reasoning: update short-term memory (context window)

○ Retrieval/Learning: read/write long-term memory (model weights, vector store, self-notes, 

event flows, etc.)

❏  Planning: (inference-time) algorithm to choose an action from the action space



Reasoning

THINK

—— Thomas J. Watson



Reasoning

● For humans: various mental processes

*(Kahneman, 2003), also note that this notion of dual process is put in 
question. See, e.g., Mercier and Sperber (2017)



Reasoning

● For humans: various mental processes

● For LMs: intermediate generation

*(Wei et al., 2022), also see (Ling et al., 2017; 

Cobbe et al., 2021; Nye et al., 2021)



Reasoning

● For humans: various mental processes

● For LMs: intermediate generation

○ Imitate various (but not all) human 

mental processes

*(Wei et al., 2022), also see (Ling et al., 2017; 

Cobbe et al., 2021; Nye et al., 2021)



Reasoning

● For humans: various mental processes

● For LMs: intermediate generation

● For agents: internal actions

Action

Observation

think 
about
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Reasoning

● For humans: various mental processes

● For LMs: intermediate generation

● For agents: internal actions

○ Why is it helpful?

○ Why is it special?

○ Why is it now?
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Why is reasoning he lpful  for agents?

Obs

Act

Observation to Action mapping could be hard

“The dish should be savory, and since salt is out, I 
should find the soy sauce instead. It is in the cabinet 
to my right…”

Reasoning

Reason to act

1. Generalization

2. Alignment

……

You see a cabinet and a table…

You are cooking a dish and seeing salt is out…Obs t

Turn rightAct t

Obs 
t+1

Open cabinetAct 
t+1

……



Conversely, acting also he lpful  for reasoning

Obs

Act
Hallucination due to limited / outdated knowledge

Act to reason

1. Obtain knowledge

2. Update knowledge



ReAct (Yao et al., 2022)
Q ues t i on Whi ch maga zi ne was s t a r t e d  f i r s t  A r t h ur ’ s  Ma gaz ine  or  F i r s t  f o r  Women?
Thought 1  I  need  t o  s e a r c h  A r t h ur ’ s  Ma gaz ine  and F i r s t  f o r  Women, and f i n d  whi c h was s t a r t e d  f i r s t .
A c t i on  1  S e a r c h[ A rt h ur ’ s  Ma ga zi ne]
O bse rv at i on 1  A r t h ur ’ s  Ma gaz ine  ( 1 8 4 4 - 1 8 4 6 )  was an  Ame ri c an  l i t e r a r y  p e r i o d i c a l  pu b l i s he d  i n  P h i l a d e l p h i a  …
Thought 2 A r t h ur ’ s  Ma gaz ine  was s t a r t e d  i n  1 8 4 4 .  I  need  t o  s e a r c h  F i r s t  f o r  Women n e x t .
A c t i on  2 S e a r c h[ F i r s t  f o r  Women]
O bse rv at i on 2 F i r s t  f o r  Women i s  a  woman’s maga zi ne pu bl i s he d  by Ba ue r Me di a Group … was s t a r t e d  i n  
1989… Thought 3 F i r s t  f o r  Women was s t a r t e d  i n  1 9 8 9 .  1 84 4  ( A r t h u r ’ s  M ag az i ne)  < 19 89  ( F i r s t  f o r  Women), 
so  A r t h ur ’ s  Ma gaz ine  was s t a r t e d  f i r s t .
A c t i on  3 F i n i s h [ A r t h u r ’ s  Ma ga zi ne]

ReAct prompt

Q ues t i on Whi ch maga zi ne was s t a r t e d  f i r s t  A r t h ur ’ s  Ma gaz ine  or  F i r s t  f o r  Women?
Thought A r t h ur ’ s  Ma gaz ine  was s t a r t e d  i n  1 8 4 4 .  F i r s t  f o r  Women was s t a r t e d  i n  1 9 8 9 .  1 84 4  
( A r t h ur ’ s  M ag az i ne)  < 19 89  ( F i r s t  f o r  Women), s o A r t h ur ’ s  Ma gaz ine  was s t a r t e d  f i r s t .
Answer A r t h ur ’ s  Mag azi ne

Reason-only prompt
(Chain-of-thought, CoT)

Q ues t i on  Whi ch maga zi ne was s t a r t e d  f i r s t  A r t h ur ’ s  Ma gaz ine  or  F i r s t  f o r  Women?
A c t i on  1  S e a r c h[ A rt h ur ’ s  Ma ga zi ne]
O bse rv at i on 1  A r t h ur ’ s  Ma gaz ine  ( 1 8 4 4 - 1 8 4 6 )  was an  Ame ri c an  l i t e r a r y  p e r i o d i c a l  pu b l i s he d  i n  P h i l a d e l p h i a  …
A c t i on  2 S e a r c h[ F i r s t  f o r  Women]
O bse rv at i on 2 F i r s t  f o r  Women i s  a  woman’s  maga zi ne pu bl i s he d  by Ba ue r Me di a Group … was s t a r t e d  i n  1989…
A c t i on  3 F i n i s h [ A r t h u r ’ s  Ma ga zi ne]

Act-only prompt
(similar to WebGPT)

Q ues t i on Whi ch maga zi ne was s t a r t e d  f i r s t  A r t h ur ’ s  Ma gaz ine  or  F i r s t  f o r  Women?
Answer A r t h ur ’ s  Mag azi ne

Standard prompt



T h ou gh t :  L e t ' s  t h i n k  s t e p  by  
s t e p .

App le  Remote was o r i g i n a l l y  d e s i g ne d  
t oi n t e r a c t  w i t h  App le  T V .  App le  TV c a n be c o n t r o l l e d  by  i P h o n e ,  i P a d ,  and 

i Po dT o uc h . So t h e  a nsw e r i s  i P h o n e ,  i P a d ,  and i P od  T o uc h .

An sw er :  i P h o n e ,  i P a d ,  i P od  Touch

Reason Only

Q u e s t i o n :  A s i d e  f ro m t h e  App le  Re m ote ,  wha t o t h e r  d e v i c e  c a n c o n t r o l  t h e  

program App le  Remote was o r i g i n a l l y  d e s i g ne d t o  i n t e r a c t  w i t h ?

S t an dard

An sw er :  i Po d

Reasoning withou t acting



✓

Q u e s t i o n :  A s i d e  f ro m t h e  App le  Re m ote ,  wha t o t h e r  d e v i c e  c a n  c o n t r o l  t h e  

program App le  Remote was o r i g i n a l l y  d e s i g ne d  t o  i n t e r a c t  w i t h ?

ReAct (Reaso n + A c t )

T ho ug ht  1 :  I  ne e d  t o  s e a r c h  Ap pl e  Re mote  a nd f i n d  t h e  pro g ram  i t  w as  o r i g i n a l l y  d e s i g n e d  
t o  i n t e r a c t  w i t h .
A c t  1 :  S e a r c h [ A pp l e  Re m ot e ]
Obs 1 :  T he Ap pl e  Re mote  i s  a  re m ot e  c o n t r o l  i n t r o d u c e d  i n  O ct o b e r  2005  by  Ap pl e  … 
o r i g i n a l l y  d e s i g n e d  t o  c o n t r o l  t h e  F r o n t  Row m e dia  c e n t e r  pro g ram  ……(long  t e x t  o m i t t e d )

T ho ug ht  2 :  A p pl e  Re mote  w as  o r i g i n a l l y  d e s i g n e d  t o  c o n t r o l  t h e  F r o n t  Row m e dia  c e n t e r  p ro g r a m .  
I  ne e d  t o  s e a r c h  F r o n t  Row n e x t  a nd f i n d  w ha t  o t h e r  d e v i c e  c a n  c o n t r o l  i t .
A c t  2 :  S e a r c h [ F ro n t  Row]
Obs 2 :  C ou l d  n o t  f i n d  [ F r o n t  R o w ] .  S i m i l a r :  [ ' F r o n t  Row S e a t  t o  E a r t h ' ,  ' F r o n t  
Row M o t o r s p o r t s ' , ' F r o n t  Row ( s o f t w a r e ) ' ,  …]

T ho ug ht  3 :  F r o n t  Row i s  n o t  f o u n d .  I  ne e d  t o  s e a r c h F r o n t  Row ( s o f t w a r e )  .
A c t  3 :  S e a r c h [ F ro n t  Row ( s o f t w a r e ) ]
Obs 3 :  F r o n t  Row i s  a  d i s c o n t i n u e d  m e dia  c e n t e r  s o f t w a r e  (…long t e x t  o m i t t e d )

T ho ug ht  4 :  F r o n t  Row ( s o f t w a r e )  i s  c o n t r o l l e d  by  a n Ap pl e  Re mote  o r  t h e  k e y bo a rd  f u n c t i o n  keysS. o
t h e  a n s w e r  i s  k e y bo a rd  f u n c t i o n  
k e y s .A c t  4 :  F i n i s h [ k e y b o a r d  f u n c t i o n  k e y s ]

Reasoning wi th  acting



Q u e s t i o n :  A s i d e  f ro m t h e  App le  Re m ote ,  wha t o t h e r  d e v i c e  c a n c o n t r o l  t h e  

program App le  Remote was o r i g i n a l l y  d e s i g ne d t o  i n t e r a c t  w i t h ?

A ct  Only

A c t  1 :  S e a r c h [ A pp l e  Rem ote ]
Obs 1 :  The App le  Remote i s  a  re m ote  c o n t r o l  i n t r o d u c e d  i n  O c to be r  20 05 by  Appl e
… o r i g i n a l l y  d e s i g ne d  t o  c o n t r o l  t h e  F r o n t  Row me dia  c e n t e r  pro gram  …

A c t  2 :  S e a r c h [ F r o n t  Row]
Obs 2 :  Co uld  n o t  f i n d  [ F r o n t  R ow ] .  S i m i l a r :  [ ' F r o n t  Row S e a t  t o  E a r t h ' ,  
' F r o n t  Row M o t o r s p o r t s ' , ' F r o n t  Row ( s o f t w a r e ) ' ,  …]

A c t  3 :  S e a r c h [ F r o n t  Row ( s o f t w a r e ) ]
Obs 3 :  F r o n t  Row i s  a  d i s c o n t i n u e d  me dia  c e n t e r  s o f t w a r e  …

A c t  4 :  F i n i s h [ y e s ]

Act ing withou t reasoning



The flex ib i l i ty  of “acting”

CodeAct, 2024



The flex ib i l i ty  of “acting”

ChemCrow, 2023



The flex ib i l i ty  of “reasoning”

MLAgentBench, 
2023

ORIBA, 2023



Reasoning

● For humans: various mental processes

● For LMs: intermediate generation

● For agents: internal actions

○ Why is it helpful?

○ Why is it special?

○ Why is it now?

Action

Observation

think 
about
…



Why is reasoning special  for agents?
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● For LMs: intermediate generation

● For agents: internal actions

○ Why is it helpful?
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Why is reasoning just now for agents?

● Bigger action space -> More capacity, harder decision making

○ The space of reasoning/language is infinite

● LLMs learn reasoning priors by imitating various human reasoning traces



Act ion planning (e.g. t ree search) to improve 
reasoning

Tree of Thoughts, 
2023



Reasoning: Takeaways

● Reasoning as internal actions for agents

○ No external feedback, just change internal context

○ Infinite space -> requires strong priors to navigate

● Reasoning guides acting, acting updates reasoning

● Action planning approaches (e.g. tree search) can improve reasoning

Action

Observation

think 
about
…



Memory

Memory is everything. Without it 

we are nothing.

—— Eric Kandel



Action

Observation

think 
about
…



Action

Observation

Instruction: … 

Thought: … 

Action: … 

Obs: … 

Thought: …

… …

A “short-term memory”

• Append-only
• Limited context
• Limited attention
• Do not persist over 

new tasks

Write

Read

A long-term memory

• Read and write
• Stores experience, 

knowledge, skills, …
• Persist over new 

experience



What about retrieva l and RAG?

● We can think of the retrieval 
corpus as “read-only” LTM
○ Written by others (e.g., Wikipedia editors), 

not the agent itself
○ Retrieve[query]: a read action

● Limitations
○ Can only live “others’ experience”, which 

might not be optimal for the agent
○ The way corpus is written might not be 

optimal for agent usage

● Agent memory: also be able to 
autonomously write to it!



Long-term memory: Content

Type by content Definition Examples

Episodic memory Stores experience Generative agents 
[Park et al., 2023]

Semantic memory Stores knowledge

Procedural memory Stores skills Voyager [Wang et 
al., 2023]

● Note: here we categorize based on memory content, which is

○ Inspired by human long-term memory systems

○ orthogonal to implementations

https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory


Generative agents



Generative agents

● The need for memory
○ Context window cannot possibly hold all the event streams

○ Even if possible, might be hard to attend to relevant events, or digest over them



Episodic memory
● Write: append-only event streams

● Read: retrieval based on heuristic scores



Semant ic  memory
● Write: LLM reasoning over events

● Read: retrieval



Voyager: Procedural memory
● Write: Code-based skills

● Read: Embedding 

retrieval



Long-term memory: Implementat ion

● The “naive” implementation
○ Read: off-the-shelf retriever, e.g. BM25, neural embeddings

○ Write: append to some text corpus

● Some interesting new implementations for agent memory
○ Read: online retrieval by traversal

○ Write: index augmentation with reasoning/referral



HippoRAG

Gutiérrez et al. "HippoRAG: Neurobiologically Inspired Long-Term Memory for Large Language Models." NeurIPS (2024)



Referra l augmentat ion

● Reasoning can be used to augment what’s written to memory

● More efforts spent into writing, less spend into reading

Tang et al. "Referral Augmentation for Zero-Shot Information Retrieval. "



Long-term memory: A  unified  v iew of 
learning

FireAct, 2023

● Fine-tuning model weights (the most obvious)



Long-term memory: A  unified  v iew of 
learning
● Fine-tuning model weights (the most obvious)

● Optimizing prompts across tasks

Large Language Models Are Human-Level Prompt Engineers, 2023



Long-term memory: A  unified  v iew of 
learning
● Fine-tuning model weights (the most obvious)

● Optimizing prompts across tasks

● Improve the agent’s own codebase

SWE-agent, 2024



Long-term memory: A  unified  v iew of 
learning
● Fine-tuning model weights (the most obvious)

● Optimizing prompts across tasks

● Improve the agent’s own codebase

● Write down examples/events to retrieve later

Generative agents, 2023



Long-term memory: A  unified  v iew of 
learning
● Fine-tuning model weights (the most obvious)

● Optimizing prompts across tasks

● Improve the agent’s own codebase

● Write down examples/events to retrieve later

● Append self-reflection to prompt to try again

Reflexion, 2023



Long-term memory: A  unified  v iew of 
learning
● Fine-tuning model weights (the most obvious)

● Optimizing prompts across tasks

● Improve the agent’s own codebase

● Write down examples/events to retrieve later

● Append self-reflection to prompt to try again

● Combine multiple approaches!



Memory: Takeaways

Action

Observation

Write

Read

● Language agents interact with external environments and internal 

memories (information-storing devices)

○ Interact with short-term memory (context window): reasoning

○ Interact with long-term memory (LLM weights, event logs, codebase, prompt 

library, etc.): retrieving and learning

● Exercise question: what’s the difference between external 

environment vs internal memory then? (Hint: check CoALA)



Planning



Planning: (simplified)  definit ion

General trends in planning settings for language agents

● Increasing expressiveness in goal specification, e.g., in natural 

language as opposed to formal language

● Substantially expanded or open-ended action space

● Increasing difficulty in automated goal test



LLM+P
When domain and problem can be (fully or partially) described 
formally, e.g., in PDDL (Planning Domain Definition Language)

Liu et al., “LLM+P: Empowering Large Language Models with Optimal Planning Proficiency.” arXiv preprint 2304.11477 (2023)

See also Kambhampati et al., “LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks.” arXiv preprint 2402.01817 (2024)



Language agent planning: web agents

Deng et al., “Mind2Web: Towards a Generalist Agent for the Web.” NeurIPS (2024)



Language agent planning: t ravel  planning

Xie et al., “TravelPlanner: A Benchmark for Real-World Planning with Language Agents.” ICML (2024)



fast, easy to implement

greedy, short-sighted

Planning paradigms for language agents



Tree search wi th  real  interact ions

Jing Yu Koh, Stephen McAleer, Daniel Fried, Ruslan Salakhutdinov. "Tree Search for Language Model Agents." arXiv preprint arXiv:2407.01476 (2024). 

Andy Zhou, Kai Yan, Michal Shlapentokh-Rothman, Haohan Wang, Yu-Xiong Wang. “Language Agent Tree Search Unifies Reasoning Acting and 

Planning in Language Models.” ICML (2024).



Challenges wi th  t ree search in the real  wor ld

• Many actions are state-changing and irreversible → backtracking

• Safety/privacy risks

• Inference-time exploration could be slow and costly



greedy,short-sighted

fast, easy to implement systematic exploration

irreversible actions, unsafe, 
slow

faster, safer, 
systematic exploration

how to get a world model?

Planning paradigms for language agents



A computational model of environment transition dynamics

What ’s  … a wor ld model?

If I do this ( ) right now ( ), what would happen next ( )?



And billions of other websites on the Internet!

Why hasn’t i t  been done yet?



The page wil l navigate to a detailed product page for the "Mens 
Flowers Casual Aloha Hawaiian Shirt Summer Short Sleeve Beach 
T-Shirt Regular Fit Button Down Dress Shirts." This new page will 
likely contain additional information about the product including 
more detailed specifications, customer reviews, larger images, 
sizing options, and possibly a larger "Add to Cart" button. Other 
elements from the current category view like the grid of products 
wil l be replaced with the detailed view of this specific product.

LLMs can pred ict  state transi t ions (reasonably 
well)



WebDreamer: model-based planner

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



WebDreamer: model-based planner

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



WebDreamer: model-based planner

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



WebDreamer: model-based planner

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



WebDreamer: model-based planner

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



Results on VisualWebArena
Model-based planning is more accurate than reactive planning and more efficient than tree search 
(also recall the challenges of tree search in real-world environments)

Reactive and tree search results are from Koh et al., (2024)

Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).



Hierarchical  planning and dynamic 
replanning

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models.” ICCV (2023)

https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview
https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview
https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview


Hierarchical  planning and dynamic 
replanning

By Cognition AI, https://www.youtube.com/watch?v=fjHtjT7GO1c

High-level 

Plan

http://www.youtube.com/watch?v=fjHtjT7GO1c


Hierarchical  planning and dynamic 
replanning

By Cognition AI, https://www.youtube.com/watch?v=fjHtjT7GO1c

Ran into 

exception 

when 

carrying 

out a 

subgoal

http://www.youtube.com/watch?v=fjHtjT7GO1c


Hierarchical  planning and dynamic 
replanning

By Cognition AI, https://www.youtube.com/watch?v=fjHtjT7GO1c

Re-plan 

and add 

print() 

around the 

exception 

to get 

debug info

http://www.youtube.com/watch?v=fjHtjT7GO1c


Hierarchical  planning and dynamic 
replanning

By Cognition AI, https://www.youtube.com/watch?v=fjHtjT7GO1c

Solved the 

exception 

based on 

the printed 

out debug 

info!

http://www.youtube.com/watch?v=fjHtjT7GO1c


Planning: Takeaways

● Language agents are expanding into new planning scenarios
○ characterized by expressive but fuzzy goal specifications, open-ended 

action spaces, more difficult and sometimes non-binary goal tests

● Language for reasoning also enables new planning abilities
○ Generalist world models and model-based planning

○ Hierarchical planning and dynamic replanning

● The best planning strategy is dependent on the LLM; stronger 

LLMs may require less scaffolding (i.e., more ‘reactive’)

● How to improve planning in LLMs is still largely an open 

question
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