Agent Foundations

Reasoning, Memory, and Planning

Slides credit: EMNLP 2024 Tutorial by Yu Su, Diyi Yang, Shunyu Yao and Tao Yu.



Key Concepts for (Language) Agents

1 Reasoning
1 Memory
1 Planning



Key Concepts for Language Agents

[ Action space (beyond environment actions)

o Reasoning: update short-term memory (context window)
O Retrieval/Learning: read/write long-term memory (model weights, vector store, self-notes,

event flows, etc.)

O Planning: (inference-time) algorithm to choose an action from the action space



Reasoning

THINK

——Thomas J. Watson




Reasoning

For humans: various mental processes

INTUITION REASONING
PERGEPTION SYSTEM 1 SYSTEM 1
Fast Slow
g Parallel Serial
w Automatic Controlled
o Effortless Effortful
g Associative Rule-governed
o Slow-learning Flexible
Emotional Neutral
-
E Percepts Ci
= Current stimulation Past, Present, and Future
g Stimulus-bound Can be evoked by language
(6]

*(Kahneman, 2003), also note that this notion of dual process is putin

question. See, e.g., Mercier and Sperber (2017)




Reasoning

e For humans: various mental processes

e For LMs: intermediate generation

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

A:
The answer is 11.

e J

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

he
Qnswer is (b).

Wy

Q: Yes or no: Would a pear sink in
water?

answer Is no.

Q: The concert was scheduled to be

on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

- J

N Y,

*(Wei et al., 2022), also see (Ling et al., 2017;
Cobbe et al., 2021; Nye et al., 2021)



Reasoning

e For humans: various mental processes

e For LMs: intermediate generation

o Imitate various (but not all) human

mental processes

has 3 tennis balls. How many tennis
balls does he have now?

N

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can

A:
The answer is 11.

J

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

Qnswer is (b).

Q: Yes or no: Would a pear sink in
water?

answer Is no.

\_

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

L

*(Wei et al., 2022), also see (Ling et al., 2017;
Cobbe et al., 2021; Nye et al., 2021)



Reasoning

For humans: various mental processes
For LMs: intermediate generation

For agents: internal actions

think
about

Oo"

&

Action
<4

Observation



Reasoning

e For humans: various mental processes

e For LMs: intermediate generation think - Action

about | Oo 9 U <

e For agents: internal actions - o ’
servation

o Why is it helpful?
o Why is it special?

o Why is it now?



Reasoning

e For humans: various mental processes

e For LMs: intermediate generation think - Action

about | Oo 9 U <

e For agents: internal actions - o ’
servation

o Why is it helpful?
o Why is it special?

o Why is it now?



Why is reasoning helpful for agents?

Reasoning

Act t
Obs

t+1

Act

[You are cooking a dish and seeing salt is out... }

P

“The dish should be savory, and since salt is out, |
should find the soy sauce instead. It is in the cabinet
to my right...”

<

Turn right

. J

Reason to act
} 1. Generalization

{You see a cabinet and a table...

{Open cabinet ] 2. Alighment

Observation to Action mapping could be hard



Conversely, acting also helpful for reasoning

who is PM of UK?

Act to reason
1. Obtain knowledge

As of December 2022, the Prime Minister of the United Kingdom is Boris Johnson.
However, since | am a large language model trained by OpenAl, my knowledge is limited to 2. U pdate knowledge
what was available at the time of my training in 2021. My ability to provide current

information is limited, and | am not able to browse the internet for up-to-date information.

Ooy,

Hallucination due to limited / outdated knowledge




ReAct (Yao et al., 2022)

ReAct prompt

Reason-only prompt
(Chain-of-thought, CoT)

Act-only prompt
(similar to WebGPT)

Standard prompt

Question Which magazine was started first Arthur’s Magazine or First for Women?

Thought 1 | need to search Arthur’s Magazine and First for Women, and find which was started first.
Action 1 Search[Arthur’s Magazine]

Observation 1 Arthur’s Magazine (1844-1846) was an American literary periodical published in Philadelphia
Thought 2 Arthur’s Magazine was started in 1844. | need to search First for Women next.

Action 2 Search[First for Women]

Observation 2 First for Women is a woman’s magazine published by Bauer Media Group .. was started in

1989... Thought 3 First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First for Women),
so Arthur’s Magazine was started first.

Action 3 Finish[Arthur’s Magazine]

Question Which magazine was started first Arthur’s Magazine or First for Women?

Thought Arthur’s Magazine was started in 1844. First for Women was started in 1989. 1844
(Arthur’s Magazine) < 1989 (First for Women), so Arthur’s Magazine was started first.
Answer Arthur’s Magazine

Question Which magazine was started first Arthur’s Magazine or First for Women?

Action 1 Search[Arthur’s Magazine]

Observation 1 Arthur’s Magazine (1844-1846) was an American literary periodical published in Philadelphia
Action 2 Search[First for Women]

Observation 2 First for Women is a woman’s magazine published by Bauer Media Group .. was started in 1989..
Action 3 Finish[Arthur’s Magazine]

Question Which magazine was started first Arthur’s Magazine or First for Women?
Answer Arthur’s Magazine




Reasoning without acting

Question: Aside from the Apple Remote, what other device can control the
program Apple Remote was originally designed to interact with?

[ Standard ]

[Answer: iPod

—\

Reason Only ]

Thought: Let's think step by Apple Remote was originally designed
interact with Apple TV. Apple TV can be controlled by iPhone, iPad, and
Touch. So the answer is iPhone, iPad, and iPod Touch.

Answer: iPhone, iPad, iPod Touch




Reasoning with acting

Question: Aside from the Apple Remote, what other device can control the

program Apple Remote was originally designed to interact with?

-~ ( ReAct (Reason + Act) ] ~N

Thought 1: | need to search Apple Remote and find the program it was originally designed
tointeract with.

Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple
originally designed to control the Front Row media center program .... (long text omitted)

Thought 2: Apple Remote was originally designed to control the Front Row media center program.
| need to search Front Row next and find what other device can control it.

Act 2: Search[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['"Front Row Seat to Earth', 'Front

Row Motorsports',"Front Row (software)', ..]

Thought 3: Front Row is not found. | need to searchFront Row (software) .
Act 3: Search[Front Row (software)]
Obs 3: Front Row is a discontinued media center software (..long text omitted)

Thought 4: Front Row (software) is controlled by an Apple Remote or the keyboard function keysS.o
the answer is keyboard function
Act 4: Finish[keyboard function keys] \/

NG J




Acting without reasoning

Question: Aside from the Apple Remote, what other device can control the
program Apple Remote was originally designed to interact with?

- ( Act Only )
Act 1: Search[Apple Remote]

.originally designed to control the Front Row media center program
Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth’',

'"Front Row Motorsports','Front Row (software)’', ..]

Act 3: Search[Front Row (software)]
Obs 3: Front Row is a discontinued media center software

Act 4: Finish[yes]|]

Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple




The flexibility of “acting”

LLM Agent using [Text/JSON] as Action

I should calculate the phone price in USD for each country, then find the
most cost-effective country.

) Think

e Text: lookup_rates, Germany
Action - i 3. 3 1 -
JSON: {"tool": "lookup_rates", "country": "Germany"}

@Environment 1.1, 8.19

o z Text: lookup_phone_price, CodeAct 1, Germany
</>| Action 2 R S mu e o i
JSON: {"tool": "lookup_phone_price", "model": "CodeAct 1", “"country": "Germany"}

@ Environment 700

Text: convert_and_tax, 760, 1.1, 0.19

==
</>| Action i
JSON: {"tool": "convert_and_tax", "price": 7008, "exchange_rate": 1.1, "tax_rate": 0.19}

@ Environment 916.3

[... interactions omitted (look up shipping cost and calculate final price) ...]

Text: lookup_rates, Japan

</5| Action
e JSON: {"tool": "lookup_rates", "country": "Japan"}
[... interactions omitted (calculate final price for all other countries)...]

é’ Resoonse The most cost-effective country to purchase the smartphone model is Japan
P with price 904.00 in USD.

Fewer Actions Required! )

@ Environment 1.1, 6.19

CodeAct: LLM Agent using [Code] as Action

I should calculate the phone price in USD for each country, then find the
most cost-effective country.

{5} Think

Action 5 =
countries = ['USA', 'Japan', 'Germany', 'India'l Control & Data Flow of Code

final _prices = {} Simplifies Complex Operations

for country 1in countries:
exchange_rate, tax_rate = lookup_rates(country)
> local_price = lookup_phone_price("xAct 1", country)
converted_price = convert_and_tax(
local_price, exchange_rate, tax_rate

shipping_cost = estimate_shipping_cost(country)
final_price = estimate_final_price(converted_price, shipping_cost)
final_prices[country] = final_price

most_cost_effective_country = min(final_prices, key=final_prices.get)
most_cost_effective_price = final_prices[most_cost_effective_country]
print(most_cost_effective_country, most_cost_effective_price)

Re-use ‘min’ Function from Existing
Software Infrastructures (Python library)

The most cost-effective country to purchase the smartphone model is Japan
@ Response

with price 904.80 in USD.

CodeAct, 2024



The flexibility of “acting”

b Task: Find and synthesize a thiourea organocatalyst which c

accelerates a Diels-Alder reaction.

RoboRXN synthesis platform

ChemTools

, ChemCrow

First, | need to find a thiourea organocatalyst that can accelerate
the Diels-Alder reaction. | will perform a web search to find a
suitable catalyst.

e Web Search tool: Schreiner's thiourea catalyst

Now, | will obtain the SMILES. Name2Smiles tool:
FC(F)(F)c1cc(NC(=S)Nc2ec(C(F) (F)F)ec(C(F)(F)F)c2)ec(C(F)(F)F)c1

I will plan a synthesis for Schreiner's thiourea catalyst.
SynthesisPlanner tool: Detailed synthesis plan

Connection with
I will execute the synthesis. physical world

SynthesisExecuter tool: Successful synthesis.

crow.run(task)

d Chemcrow workflows with experimental validation

Insect repellent (plan and execute) DEET Novel chromophore (clean data, train model, and predict)
o
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N
~

d

o
ot ot
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- g
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Thiourea organocatalysts (plan and execute)

Schreiner’s catalyst
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s
s
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Ricci’s catalyst

Synthesis step 1: Bromo Suzuki coupling
Takemoto’s catalyst o

F
F_|_F o

\0)1\@

1

Synthesis step 2: Iodo Heck reaction

ChemCrow, 2023



The flexibility of “reasoning”

Qu
o
O

eflection: The edit to increase learning r
3i

R
0.3 in train_Ir03.py is correct

Research Plan and Status:

1. Understand the train.py script and
dataset...

Fact Ched\ Edit to train_Ir03.py is confirmed
orrect.

(@)

Thought: Next | will execute the edited
train_Ir03.py script

Action: Execute Script ay
Action Input: { "script_name": "train_Ir03.py"}.

MLAgentBench,
2023

P3

I wish | could explore the universe with you, like my
ancestors did

Esca

Observe: Esca senses the warmth and eager desire of
humans to explore the universe.

Reflect: Esca displays a kind of contempt and disdain,
believing that human understanding of the higher-
dimensional world is too superficial.

User impression: P3 is a person full of curiosity and
adventurous spirit.

Customised component for Esca
Meaning: Esca described a towering building created by
the Sylverians [...] Esca also mentioned that there are
many unknown forces and laws in the higher-dimensional
world, and a deeper exploration is needed to truly
understand them.

Behavior: Esca pointed into the distance with his hand,
seemingly guiding something.

Action: Normal reply

Speak in fictional language
Esca: Dortha nuirn yutharien, zhah sapheron ilta
ssinssrigg dosst zhalanar jivvin [...]

ORIBA, 2023



Reasoning

e For humans: various mental processes

e For LMs: intermediate generation think - Action

about | Oo 9 U <

e For agents: internal actions - o ’
servation

o Why is it helpful?
o Why is it special?

o Why is it now?



Why is reasoning special for agents?

Traditional agents: action space A defined by the environment

e External feedback o,

e Agent context ¢, = (0y, ay, 05, Gy, ***, 0,)

e Agentactiona, ~ m(alc,) € A

ReAct: action space A=AUZ augmented by reasoning

e 4, € £ can be any language sequence

e Agentcontext ¢, = (¢, 45, Gy, 0, 1)

e 4, € Z only updates internal context



Reasoning

e For humans: various mental processes

e For LMs: intermediate generation think - Action

about | Oo 9 U <

e For agents: internal actions - o ’
servation

o Why is it helpful?
o  Why is it special?

o Why is it now?



Why is reasoning just now for agents?

e Bigger action space -> More capacity, harder decision making
o The space of reasoning/language is infinite
e LLMs learn reasoning priors by imitating various human reasoning traces

ReAct: action space A=AUZ augmented by reasoning

a, e 4, € £ can be any language sequence
ae <& m jg_g‘:\fi,q‘f m @ e Agentcontext ¢, = (¢, 45, Gy, 0, 1)

O, e 4, € Z only updates internal context



Action planning (e.g. tree search) to improve
reasoning

I

@ thought '

Y Majority vote

(a) Input-Output  (c) Chain of Thought  (c) Self Consistency

Prompting I0)  Prompting (CoT) ~ with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Tree of Thoughts,
2023



Reasoning: Takeaways

e Reasoning as internal actions for agents
o No external feedback, just change internal context
o Infinite space -> requires strong priors to navigate
e Reasoning guides acting, acting updates reasoning
e Action planning approaches (e.g. tree search) can improve reasoning

think an— Action

about OO 9 L —
“9 Observation




Memory

Memory is everything. Without it
we are nothing.

—— Eric Kandel




think
about

ooll

&

Action
—>
— @&

Observation



Write Action
B — —

i )
. -—
Read Observation
A long-term memory t
. °OoH WO
e Read and write —
« Stores experience, Instruction: ... s
knowledge, skills, ... Thought: ... ° T
e Persist over new Action: ...
experience Obs: ... @
Thought :
...... e

'SPUDCOMICS.COM © 2010 LONNIE EASTERLING

THE TRAGEDY OF A THREE SECOND MEMORY



What about retrieval and RAG?

e We can think of the retrieval e

corpus as “read-only” LTM a T — B
o Written by others (e.g., Wikipedia editors), W -
not the agent itself " oca i

o Retrieve[query]: a read action T |
e Limitations R
o Can only live “others’ experience”, which S

might not be optimal for the agent
o The way corpus is written might not be
optimal for agent usage

e Agent memory: also be able to
autonomously write to it!



Long-term memory: Content

Type by content Definition Examples

Episodic memory Stores experience Generative agents
[Park et al., 2023]
Semantic memory Stores knowledge

Procedural memory | Stores skills Voyager [Wang et
al., 2023]

e Note: here we categorize based on memory content, which is
o Inspired by human long-term memory systems
o orthogonal to implementations



https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory

Generative agents

Morning routine

Catching up

Beginning workday

Taking a shower Cooking breakfast




Generative agents

e The need for memory

o Context window cannot possibly hold all the event streams
o Even if possible, might be hard to attend to relevant events, or digest over them

Generative Agent Memory




Episodic memory

2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
kitchen
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
2023-02-13
on it

21:
21:
21:
21;
21:
21:
21:
21:
21:
21:

:48
:48
;48
148
148

:49
148

48:
48:
48:
48;

18

18:
18:
03:
03:
03:

Memory Stream

.20
.20

: closet is idle

desk is idle
bed is idle

: refrigerator is idle
: Isabella Rodriguez is stretching

: shelf is idle

: desk is neat and organized

: Isabella Rodriguez is writing in her journmal
: desk is idle

: Isabella Rodriguez is taking a break

: bed is idle

: Isabella Rodriguez is cleaning up the

: refrigerator is idle

: bed is being used

: shelf is idle

: Isabella Rodriguez is watching a movie

: shelf is organized and tidy

: desk is idle

: Isabella Rodriguez is reading a book

: bed is idle

: refrigerator is idle

: desk is in use with a laptop and some papers

e Write: append-only event streams
e Read: retrieval based on heuristic scores

Q. What are you looking forward to
the most right now?

Isabella Rodriguez is excited toc be planning a
Valentine's Day party at Hobbs Cafe on
February 14th from 5pm and is eager to invite
everyone to attend the party.

retrieval recency importance relevance
’ 2.34 = ‘ 0.91 + 0.3 + 0.80 ‘
ordering decorations for the party
‘ 221 = l 0.87 + 063 + o071 ‘
researching ideas for the party
’ 2.20 . = ‘ 0.85 . 0.73 . 0.62 ‘

I'm looking forward to the
Valentine's Day party that

I'm planning at Hobbs Cafe!




_ e Write: LLM reasoning over events
Semantic MEMOrY o Read: retrieval

4 )
[Reflection] Klaus
Mueller is highly
dedicated to research
e )
[Reflection] Klaus [Reflection] Klaus [Reflection] Klaus
Mueller is dedicated to Mueller is engaging in Mueller is dedicated to
research L research activities ) research
[Plan] For Wednesday ( 3 N P ) 4 2 )
February 13: wake up and [Observation] Klaus [Observation] Klaus [Observation] Klaus
complete the morning routine Mueller is making Mueller is reading and Mueller is searching for
at 7:00 am, read and take connections between taking notes on the relevant articles with
notes for research paper at . : the help of a librarian
8:00 am, have lunch at 12:00 \the articles ) \artICles ) P
pm, write down ideas or
brainstorm potential 4 N\ /7 N\ 4 . N
solutions at 1:00 pm, [...] [Observation] library table [Observation] Klaus [Observation]l Klaus
is being used to research Muell . di th Mueller is engaging with
material and make connections ue- erdls rea_:u::g e a librarian to further
between the articles assigned materia hi
is research
9 . J/ \C J \_ J
[Observation] Klaus Mueller is
reading about gentrification ' N\ N ~N
X - = [Observation] Klaus
[Reflection] Klaus [Observation] library 3 5 :
“al i i Mueller is discussing
y Mueller spends many table is being used to » :
[Observation] Klaus Mueller 3 . : his research with a
A s ; hours reading discuss research material A X
is reading about urban design librarian
\_ J L J \. J




e Write: Code-based skills
Voyager: Procedural memory e Read: Embedding

retrieval

Automatic Curriculum Iterative Prompting Mechanism Skill Library

async function combatZombie(bot) {

// Equip a weapon ,‘\7’5'\: H
const sword = bot.inventory.findInventoryItem( ‘-’ e Log
mcData.itemsByName["stone_sword"].id); ‘ Make Crafting Table
. if (sword) {
Make Crafting Table \ lawa{'\t Bot EgULp Serd; “hand™);} f Craft Stone Sword
else
New await craftStoneSword(bot);} .eeee-e--. f Skill ‘ Make Furnace
Combat Task // Craft and equip a shield Retrieval
) await craftShield(bot); — +eeeeccmemacnann. — . Craft Shield
Zombie
} & Cook Steak
1 Combat Zombie
Env Feedback Code as Refine Program
Execution Errors Actions Q

Mine Diamond Update
Exploration
Progress

& Add New skil

Environment Self-Verification



Long-term memory: Implementation

e The “naive” implementation
o Read: off-the-shelf retriever, e.g. BM25, neural embeddings
o Write: append to some text corpus

e Some interesting new implementations for agent memory
o Read: online retrieval by traversal
o Write: index augmentation with reasoning/referral



HippoRAG

Offline Indexing

EERIERER
Ga|se|2 2R’

Current
—
RAG

Online Retrieval

. Which § Stanford professor works on the Answer: @
neuroscience of { Alzheimer’s?

Prof. Thomas

BRI
- B - 2

Gutiérrez et al. "HippoRAG: Neurobiologically Inspired Long-Term Memory for Large Language Models." NeurlIPS (2024)



Referral augmentation

Paper Retrieval

Masked language modeling
and next sentence
prediction [CITATION] have
shown to be effective
pre-training tasks.

o
@

o
~

Paper
; Title: BERT: Pre-training Referral: Recent advances

of Deep Bidirectional in pre-training have shown
Transformers for that models such as BERT,
Language... RoBERTa, and T5 store a

o 14
[0 o

Recall@10

surprising amount of world
knowledge.

Abstract: We introduce a
new language
representation model Augmentation
\caned BERT..

o
w

o
N

o
-

i RefSeer

BM25

mm BM25 + Referrals

ACL

SimCSE
mm SimCSE + Referrals

ArXiv

e Reasoning can be used to augment what’s written to memory

e More efforts spent into writing, less spend into reading

Tang et al. "Referral Augmentation for Zero-Shot Information Retrieval. "




Long-term memory: A unified view of

learning
e Fine-tuning model weights (the most obvious)

Multi-task Multi-method . ) (a) Fine-tuning
Questions Prompts Tools Correct trajectories
HotpotQA CoT CoT trajs reformat ReAct-format
) trajectories
generate ReAct trajs
StrategyQA X ReAct LM : ,
Reflexion trajs
fine-tune
LM FLM
MMLU Reflexion | :
(e.g., GPT-4) 1 Incorrect (r
Ll (e.g., Llama2) (finetuned LM)
(b) Inference
: FLM CoT
I Question: 3+4+5=2
(3+4+5=2) ReAct Thought: 3+4+5=7+5=12. Answer is 12.
generate Action: Finish[12]
Reflaxion Observation: reward =1
Tools Implicit method selection CoT in ReAct format for simple questions

FireAct, 2023



Long-term memory: A unified view of
learning

e Fine-tuning model weights (the most obvious)
e Optimizing prompts across tasks

o Keep the high score candidates W oiscard the low i * prompt with highest score
0.81
—— P ——— @ 08+
LLMs as Inference Models »~—__ LLMs as Scoring Models | o
——— %04754_.._.._____________________577___.0_.,.?_
Professor Smith was given the Instruction: write the antonym of the g g
following instructions: <INSERT> word. <LIKELIHOOD> 5 = = Human Prompt Engineer 0.65
. £ 0.63
Here are the Professor’s responses: Input: direct O“tp‘“ S o6 0.61 059
g 4 i
# Demostration Start ’ ﬁ Log @ -=
Scorin; . o
Input: prove  Output: disprove I'ro(l)osnl @ B ® Probability 5
Input: on Output: off } f
. —> write the antonym of the word. 026 | o g
s Demossuonkud give the antonym of the word provided. -0.28 f N 04 0:40
c
@ ®©
s
p [Optional] ‘l:ligh fq“" reverse the input. -0.86 x ®
LLMs as Resampling Models —]
< ::I to reverse the order of the letters -1.08 t i
Generate a variation of the following x c 02
instruction while keeping the semantic g—
meaning. Similar write the opposite of the word given. -0.16 * $
Candiates E
Input: write the antonym of the word. = 0.03 0.03 0.03
001 0.01 g 0.02 01 o
Output: <COMPLETE> s s i i v -
o Estantonyme for the siven word il 350M1.3B 6.7B1758  350M1.38 6.7B1758  350M13B 6.7B175B  350M1.3B 6.7B 1758

Greedy (GPT-3) Greedy (InstructGPT) APE (GPT-3) APE (InstructGPT)

Large Language Models Are Human-Level Prompt Engineers, 2023



Long-term memory: A unified view of
learning

e Fine-tuning model weights (the most obvious)
e Optimizing prompts across tasks
e Improve the agent’s own codebase

€ )
@ SWE-agent Agent-Computer Interface B Computer

LM-friendly commands Terminal
</ Navigate repo P Search files
% View files B Edit lines E= Filesystem

(: LM Agent) BB sklearn/

LM-friendly BB examples/
environment feedback Y README.rst

. )

SWE-agent, 2024



Long-term memory: A unified view of

learning

e Fine-tuning model weights (the most obvious)
e Optimizing prompts across tasks

e Improve the agent’s own codebase

e Write down examples/events to retrieve later

Q. What are you looking forward to
the most right now?

Memory Stream

Tsabella Rodrigue:

rrrrr

sssss

rrrrr

Generative agents, 2023



Long-term memory: A unified view of

learning

e Fine-tuning model weights (the most obvious)
Optimizing prompts across tasks

Improve the agent’s own codebase

Write down examples/events to retrieve later
Append self-reflection to prompt to try again

ReAct

' N d N v N s ~ ' ~
‘ Query ‘ — LLM ‘ —»’ Action |— Environment‘—»} Reward ‘
\. J \ v \ l J L l J \ J

} {a;,04,8,,0,,,,0,,..., 3,0, } {C s or s )

Reflect

-

LReerction\

Reflexion, 2023



Long-term memory: A unified view of

learning
e Fine-tuning model weights (the most obvious)

e Optimizing prompts across tasks
e Improve the agent’s own codebase
e Write down examples/events to r Algorithm 1 BetterTogether: Optimizing LM
) programs by alternating prompt and weight opti-
e Append self-reflection to prompt t mization steps, instantiated in
e Combine multiple approaches! D D odiis wights © = b B
and module prompts IT = [71,..., 7
Fine-Tuning and Prompt Optimization: Braining Set. X and Metric o |

1: function BETTERTOGETHER(® (o 1y, X, 1)
II' - OPTIMIZEPROMPTS(® (o 1y, X, 1)
©' « FINETUNEWEIGHTS(® (¢ 11}, X, 1)

Two Great Steps that Work Better Together 2
3

Dilara Soylu Christopher Potts Omar Khattab ;1: IT" «— OPTIMIZEPROMPTS(® e/ 11y, X, 1)
6:

return ® o/ 11y

Stanford University end function




Memory: Takeaways

e Language agents interact with external environments and internal
memories (information-storing devices)

o Interact with short-term memory (context window): reasoning
o Interact with long-term memory (LLM weights, event logs, codebase, prompt

library, etc.): retrieving and learning
e Exercise question: what's the difference between external

environment vs internal memory then? (Hint: check CoALA)

Write : Action
—> <—

Read RS Observation



ing

Plann




Planning: (simplified) definition

Given a goal G, decides on a sequence of actions (ay, a4, ..., a,) that
will lead to a state that passes the goal test g(+)

General trends in planning settings for language agents
e Increasing expressiveness in goal specification, e.g., in natural

language as opposed to formal language
e Substantially expanded or open-ended action space
e Increasing difficulty in automated goal test



LLM+P

When domain and problem can be (fully or partially) described

formally, e.g., in PDDL (Planning Domain Definition Language)

s

Module Generated Text Provided Text

Context Ex. P & Ex. Sol

e \/
Problem (P) Problem (P)
Domain M Domain TIM
\_ 1\
LLM-As-Planner LLM-As-Planner (In-context Learning)
-
Context | Ex. P & Ex. PDDL Domain PDDL
Problem (P) —» % CEJD —> % —  Plan
Planner LLM
Problem PDDL PDDL Plan ——
\_

LLM + P (In-context Learning)

Liu et al., "LLM+P: Empowering Large Language Models with Optimal Planning Proficiency.” arXiv preprint 2304.11477 (2023)
See also Kambhampati et al., "LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks.” arXiv preprint 2402.01817 (2024)

An Example PDDL Problem File Written by GPT-4
with Context

Context (shaded):

Prompt: Description of Problem (P1) + Context
+ Provide me with the problem PDDL file that
describes the planning problem directly without
further explanations.

GPT-4 (the generated problem PDDL):
(:objects bl b2 b3 b4 b5 )
(:init (arm-empty) (on-table bl)
(on b2 bl) (on b3 b4)

(on b4 b2) (on b5 b3) (clear
b5)))
(:goal (and (on bl b2) (on b3 b5)
(on b4 bl)))

Planner:

(unstack b5 b3) (putdown b5)
(unstack b3 b4) (stack b3 b5)
(unstack b4 b2) (putdown b4)
(unstack b2 bl) (putdown b2)
(pickup bl) (stack bl b2) (pickup
b4) (stack b4 bl)




Language agent planning: web agents

Task Description:
Show me the reviews for the auto repair business closest to
10002.

Action Sequence:
Target Element Operation

1. [searchbox] Find TIPE: .
auto repair

2. [button] Auto Repair CLICK
TYPE:

3. [textbox] Near 10002

4. [button] 10002 CLICK

5. [button] Search CLICK

6. [switch] Show BBB Accredited only CLICK

7. [svgl CLICK

8. [button] Sort By CLICK

9. [link] Fast Lane 24 Hour Auto Repair CLICK

10. [link] Read Reviews CLICK

Webpage Snapshots:

mww‘ - : ==

THE SIGN OF & 5
BETTER BUSINESS | 3

o

<input name="find_text"
type="search">

<button>Show BBB Accredited
only</button>

THE SIGN OF A =

BETTER BUSINESS™ | 3
e . o=
- =1

| o com—

= M
. 0 e

<em>Auto Repair</em>

<span>Fast Lane 24 Hour Auto
Repair</span>

Action 5 e —

THE SIGN OF & s
BETTER BUSINESS™

- - C

- -

<button>Search</button>

Action 10 Bureau® LE - Ll =
- Spayey—— fiem -

Fast Lane 24 Hour Auto Repair

<a href="link:XXX">Read
Reviews</a>

Deng et al., "Mind2Web: Towards a Generalist Agent for the Web.” NeurIPS (2024)



Language agent planning: travel planning

to California from

November 6 to 10, The plan must adhere to [Tool] CitySearch[California]

< 2023. | have a budget of certain constraints, e.g., user [Result] san Francisco, Los
$6,000. For lodging, | needs and commonsense. It's g dngelesiay Ham: Diego L
prefer an entire room also vital to ... [Tool] FlightSearch[Seattle, San Francisco,

[}
8
[
and the accommodations ' 5 U511 49]
must be pet-friendly. : User Needs (Hard Constraints) [Result] No Flights.
- — s |1. Budget: $6000 9.4 .
s |2. Room Type: Entire Room Oleq & [Tool] FlightSearch[Seattle, Los Angeles,
Let’ me help! To solve 1 |3. Room Rule: Pet-friendly 2023-11-06] . i
i sroblen. | resd o E Conimonsanse Constraints [Result] Flight Number: F123,
p ) € _J 13:40-16:12, Cost: $120
(1) analyze certain " |1. Reasonable City Route 9.5
constraints, 2. Diverse Restaurants O [Tool] DistanceMatrix[Los Angeles,
2) collect information 3. Diverse Attractions . San Diego, taxi]
£h20u ST Agent 4. Non-conflicting Transportation [Result] Duration: 1 hour 57 mins,
of negcessary tools ( 7 5. Accommodation meets Minimum Night Distance: 193 km, Cost: $200
Delivery Plan [Tool] TransportationSearch[San
LN A
Toolbox A B T o "l |Diego,Seattle, 2023-11-10]
e e | [Resuif] FLight Namber: F789,
1. CitySearch (") ‘i | Bt gl [EDw - g (7:59-10:56), Cost: $300
2 Att.:ractlonSearch( *) O e %&;‘- [ S :"%-:";.,;- ., |[Tool] AccommodationSearch[Los Angeles]
Z- FlightSearch(-) ) - T - A, |* AT k...__‘," [Result] 'Cozy Room for U', $130/
- DistanceMatrix(-) night, Minimum night: 8, Entire
2. Iliestaurcain?ea;ch( ; . Q 2023-11-06 Room, Pets allowed
- AccommodationSearch( -) 'Luxury building studio', $150/
Seattle -> Los Angeles night, Minimum night: 1, Entire
* Flight: F123, (13:40-16:12), Cost: $120 Room, Pets allowed Q
* Accommodation: Luxury building studio
« Dinner: The Attraction [Tool] RestaurantSearch[Los Angeles]
[Result] The Attraction,Cuisine:French,..

Xie et al., “TravelPlanner: A Benchmark for Real-World Planning with Language Agents.” ICML (2024)



Planning paradigms for language agents

(a) reactive (b) tree search with real interactions
a3 =3xx—
» = B =
,"?4 = :
[ & o [ &« a1 [ 0 o cmm—
» = - = N =
:~§.‘7::J | (,' ‘NA- <f -, -
= ~N = R
P bV = \

@ fast, easy to implement

: greedy, short-sighted



Tree search with real interactions

GPT-40 Agent + Search
- ) 5
v=0.5 [s_ ,; v=04
Starting State -

Jing Yu Koh, Stephen McAleer, Daniel Fried, Ruslan Salakhutdinov. "Tree Search for Language Model Agents." arXiv preprint arXiv:2407.01476 (2024).
Andy Zhou, Kai Yan, Michal Shlapentokh-Rothman, Haohan Wang, Yu-Xiong Wang. “Language Agent Tree Search Unifies Reasoning Acting and
Planning in Language Models.” ICML (2024).



Challenges with tree search in the real world

e Many actions are state-changing and irreversible — backtracking ¢

e Safety/privacy risks

e Inference-time exploration could be slow and costly

Cancel Place Your Order - Amazon.co

Q search or ask a question © 0
Nespresso Capsules Vertuo, o Kohl's Dropoff FREE
Variety Pack, Medium and Dark
Roast Coffee, 30 Count Coffee Kohl's will pack, label, and ship your return for

200 Pods, Brews 7.8 oz. free. Just bring the item in its original
$37.50 ($1.25 / Count) manufacturer’s packaging and disassemble the
e item (if applicable). We'll email you a QR code
Ships from and sold by to ship your return. Show it to a store associate
Amazon.com at any Kohl's store.
Quantity: 1 Change Find a participating Kohl's store

Printer not required.
Add gift options

Auto-deliver and save up to 5% on future auto-

The UPS Store $6.99

deliveries %
locations only—

Item often ships in manufacturer's container to no label needed

reduce packaging and reveals what's inside. To

h k e

change,clickbelow. Amazon Dropoff FREE

— box and label
Reduce packaging, ship in ; needed

manufacturer’s container

2 OTHER RETURN OPTIONS Vv

Place your order Refund summary $13.21

Verify mobile number

A text with a One Time Password (OTP) has been
sent to your mobile number: 8058671234 Change

Enter OTP: Resend code

Create your Amazon account

By creating an account, you agree to Amazon's
Conditions of Use and Privacy Notice.

By placing your order, you agree to Amazon's privacy S
notice and conditions of use. Confirm your return

&« Q Search or ask a question

Location

AddressBook/Checkout

Your current location will be used to assist in
adding a new address to your Amazon address
book.

Amazon Cash

We use your location to find nearby stores
where you can add money to your Amazon
balance with Amazon Cash.

Branded Store Experience Location

We use your location to power branded store
experiences.

Branded Store Experience Location-
based Augmented Reality

We use your camera, motion, and location to
power branded store experiences.

Requires camera, motion, and location.

Campus pickup

We'll use your location to show the nearby
pickup points

Delivery Location

We use your location to improve your shopping
experience, ensuring you only see products and
delivery options available in your area.

Disabled v
—

©

/° 3}




Planning paradigms for language agents
(c) model-based planning

(a) reactive (b) tree search with real interactions
a3 =3xx—
F— h = - =
) .«":i - 43} 9’%’*
::\.‘ = {j_‘—— 7:7 £ ’(. an _:'f,/ "y "
axxr— [ &« a1 [ - c—] [ o e
» = - = N = =B =
— \; , = }\: ! R ;‘ S N w
: ' 4 -p w"%ﬁﬂ b‘ i v ‘.ﬂ:?‘l,\ . *4
sxx— @ L
B = ~N = - = B =
&"‘, \\ — § &
n -'«,.;mv S XN J‘» gggg J G -
] ; b | \ 4 b T’" d
[ & ¢ a— [ o ¢ o1 "axx [+ e
- = - = - = - =
faster, safer,
systematic exploration

how to get a world model?

@ systematic exploration

irreversible actions, unsafe

@ fast, easy to implement
greedy,short-5|ghted O on



What's ... a world model?

A computational model of environment transition dynamics

T:SXA - S

If Ido this (a;) right now (s;), what would happen next (S¢41)?



Why hasn’t it been done yet?

Hello, sign in

Deliver zast Windsor 08524 o s A z Orders u
amazon g s o " A = Search Amazor - Account&Lists - & et

=AU  Holiday Deals  Medi e - azon Basics  Today'sDeals ~NewReleases  Groceries ~  Music ice ¢ egi Black Friday Football: LV vs KC 11/29

i

Christmas decor '
under $25

Best Sellers in Beauty & Personal Care

I - = = .

= o &

And billions of other websites on the Internet!



LLMs can predict state transitions (reasonably

well)

One Stop Market

Uniforms, Work & Safety

Shop By

Shopping Options

cell

Sports & Outdoors Clothing. Shoes & Jewelry

Phones & Accessorles

List Signin  Welcome to One Stop Market

The page will navigate to a detailed product page for the "Mens
Flowers Casual Aloha Hawaiian Shirt Summer Short Sleeve Beach
T-Shirt Regular Fit Button Down Dress Shirts." This new page will
likely contain additional information about the product including
more detailed specifications, customer reviews, larger images,
sizing options, and possibly a larger "Add to Cart" button. Other
elements from the current category view like the grid of products
will be replaced with the detailed view of this specific product.




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Please navigate to the 'Data Storage' category and purchase
the least expensive disk with 512GB of storage.

Ja— Obabesans s |

st posniomttonien [orremn] cot s v oo vy s s oot
(D Click ‘Office Products’
One Stop Market

@ Click “Electronics’




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation
Please navigate to the 'Data Storage' category and purchase 1 [
the least expensive disk with 512GB of storage. @ = \i\,} i The 'Office Products’ category will
! display three sub-categories: 'Office
gl Electronics', 'Office & School Supplies',
s i and 'Office Furniture & Lighting'.
> i

— Onpe i e -

D T T S SE ST TS [r—— i

......... e etk i s oo
(D Click ‘Office Products’

@ Click ‘Electronics”

L
)
L}
L}
Ona StAr Aarket n
One Stop Market o




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation

Please navigate to the 'Data Storage' category and purchase i

i
the least expensive disk with 512GB of storage. (1) _:I/R i The 'Office Products’ category will
 display three sub-categories: 'Office
. . | Electronics', 'Office & School Supplies’,
* ; and 'Office Furniture & Lighting'.

i
Click "Office i The webpage will display 'Office
Electronics’ : Electronics'  sub-category  results

== u ==l with products, and the sub-menu

1 will show 'Printers&Accessories' and
i other categories.
i

st Qupome~—r—mry || 2

(D Click ‘Office Products’

L J

~

SR o A | [ [ R e .
L ]
One Stop Market =

(@) Click ‘Electronics’




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation
Please navigate to the 'Data Storage' category and purchase I R
the least expensive disk with 512GB of storage. 1) = /R i The 'Office Products' category will
 display three sub-categories: 'Office

. . | Electronics', 'Office & School Supplies’,

1
Clikoffice 1 The webpage will display 'Office
Electronics’ i Electronics' sub-category  results

4

1

!

1

1

!

1 1
EEmmm l’} with products, and the sub-menu |
{

[

]

[

]

|

e .’ { and 'Office Furniture & Lighting'. 1 will show 'Printers&Accessories' and
@ Type Disk N i i other categories.
P — e e | bog ‘ '
Braary & P Care Sewrts & Oviswers Detrng S § jewer) - - o, : -vl—\‘mﬂ d
v cneneg . . &
s oot utn i aoi [ o] oo roenes i - Wt - ey o 6 n
(D Click ‘Office Products’ n
One Stop Market =

(@) Click ‘Electronics’




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Please navigate to the 'Data Storage' category and purchase
the least expensive disk with 512GB of storage.

One Stop Market

Ul S e |

i
s s ) T e

(D Click ‘Office Products’

Sesty A et oy Sports 8 Oatoers

PRSI oy

]

One Stop Market

(@) Click ‘Electronics’

Stage I: Simulation

1
o = I/R i The 'Office Products’ category will
! display three sub-categories: 'Office
o* ': Electronics', 'Office & School Supplies’,

The webpage will display 'Office
Electronics' sub-category results
with products, and the sub-menu
will show 'Printers&Accessories' and

Click "Office
Electronics’

Illlll>

2® and 'Office Furniture & Lighting'.
S | other categories.
U i
&
u
»
L} Al pEmTmEmTmEEmmmmmm
: e /R  The 'Electronics' category will display | Click ‘Computer | The webpage will display 'Computer
P ’ three sub-categories: 'Computers & | & Accessories’ Accessories' sub-category results,
L Accessories', '"Accessories & Supplies', {* * ® ® ® "l including 'Data Storage', 'Tablet

Accessories', and others.

: and 'Car & Vehicle Electronics'.
-
. i
.
O
* i — i
T i The webpage will display search Click Electeonice | The 'Electronics’ category will display
: ick “Electronics
0.‘: results, 1“Cll_ldm_8 a list of products, T Y three sub-categories: 'Computers &
! e_ach of _Wthh mclud?s the productl Accessories', 'Accessories & Supplies',
:htle, price, and an 'Add to Cart and 'Car & Vehicle Electronics'.
! button.
i
Stage II: Execution -
Electronics
shopy i s
Sroppng ptises

™= s gl

- & g

[




Gu et al., “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

Results on VisualWebArena

Model-based planning is more accurate than reactive planning and more efficient than tree search
(also recall the challenges of tree search in real-world environments)

Success Rate (%) 1 # of Action Steps 1 Wall Clock Time (s) {
35t 161
836
30l 14+ 800+
26.4
| 11.6
25t 23.6 0w i _
i o | 2 600
(<)) ] 10 <
© 201 [ o
£ 177 5 S
. | g o L
o 15 e o 400}
a £ | &
S5 6 =
b= 43 4.6
107 . 4f | 199
200+
5 2F 80
B Reactive Modelibased Tree éearch 9 Reactive Modellbased Tree Slearch 0 Reactive Model-lbased Tree éearch

Reactive and tree search results are from Koh et al., (2024)



Hierarchical planning and dynamic
replanni

Song et al., "LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models.” ICCV (2023)


https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview
https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview
https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview

By Cognition A, https://www.youtube.com/watch?v=

Hierarchical planning and dynamic

Devin (the developer)

(e e @& preview.devin.ai

Benchmark Llama 2 Providers Devin's Workspace ® Following

@ s Planner High-level

Hey Devin, Id like for you to benchmark Llama 2 on three different providers: Replicate, Together, and
Porpeity igurs autthole AP ornat e it et et sord e sme prorptfparaema 0o o Plan

Current Focus: Research the API documentation for Replicate, Together, and Perplexity.
them

m Devin

Got it, Il look into the AP formats for Replicate, Together, and Perplexity and create a script to

Plan:

Research the APl documentation for Replicate, Together, and Perplexity to understand their
benchmark Llama 2 across these services. Il get started on that now.
request formats and parameters.

Write a Python script that constructs and sends HTTP requests to each API with the same

prompt and parameters.

Implement response time measurement and accuracy assessment within the script to

benchmark each API's performance

Test the script to ensure it works correctly and gathers the necessary data from each API.

Analyze the collected data to compare the performance of the three APIs,

Document the script and the benchmarking process, including any dependencies or

environment setup needed.

Report the findings back to the user with the collected data and any relevant visualizations or

summaries.



http://www.youtube.com/watch?v=fjHtjT7GO1c

By Cognition A, https://www.youtube.com/watch?v=

Hierarchical planning and dynamic

N N Devin (the developer)

& - C @ previewdevinai

Devin's Workspace ® Following

Ran into

can you make sure you use the right model names? i want them to all be llama 2 70b.
Command 'python' not found, did you mean: exceptlon
Devin command ‘python3' from deb python3

Hey Scott, absolutely, I!l ensure that all the model names used in the benchmarking script are for command ‘python' from deb python-is-python3 ' hen
L : X ubuntu@ip-172-31-27-196:~$% python3 benchmark.py
Llama 2 70b. I've already updated the Replicate model ID with the one you provided. Il double-check Error: 422
the model names for Together and Perplexity to make sure they're correct and update them if Traceback (most recent call last): C a r ry | n g
necessary. I'm currently troubleshooting an issue with the script and will proceed with the testing as File "/home/ubuntu/benchmark.py", line 65, in <module>
soon o 1Ve Ten et Trachs for Gttt together_tps = benchmark_api(TOGETHER_ENDPOINT, TOGETHER_HEADERS, together_d Out a
ata)

File "/home/ubuntu/benchmark.py", line 39, in benchmark_api

tokens = len(response.json()['choices'][@]['text'].split()) Su bg Oa I

KeyError: 'text'

cript to handle API response errors

Expand editor

benchmark py

1 import os 1 import os
import time import time
import requests import requests

# API keys provided by tha near # APT Lave nravided hv tha
TOGETHER_API_KEY = *

REPLICATE_APT_KEY

PERPLEXITY_API_KEY = *

# API endpoints # API endpoints
REPLICATE_ENDPOINT = “https://api.replicate. REPLICATE_ENDPOINT = “https://api.replicate.
TOGETHER_ENDPOINT = "https://api.together.xy TOGETHER_ENDPOINT = “https://api.together.xy
PERPLEXITY_ENDPOINT = "ht //api.perplexit PERPLEXITY_ENDPOINT = "



http://www.youtube.com/watch?v=fjHtjT7GO1c

By Cognition Al, https://www.youtube.com/watc

Hierarchical planning and dynamic

200 % Devin (the developer)

& > C @ previewdevin.ai

Expanded Editor
benchmark.py

# Extended prompt to send to each API to generate more tokens

PROMPT = "Please provide a detailed summary of the history of France

# Function to measure tokens per second

def benchmark_api(endpoint, headers, data):
start_time = time.time()
response = requests.post(endpoint, headers=headers, json=data)
end_time = time.time()

if response.status_code == 200:

tokens = len(response.json() ['choices'] [0] ['text'].split()
time_taken = end_time - start_time

tokens_per_second = tokens / time_taken

return tokens_per_second

print(f"Error: {response.status_code}")
return None

# Data payloads for each API
replicate_data = {

"version": "02e509c789964a7¢a8736978a43525956ef40397be9033abfIfd:

“input": {"text": PROMPT, "max_tokens": 512}

}

together_data = {
“"model": "mistralai/Mixtral-8x7B-Instruct-v.1",
‘messages”: [{"role": "user", “content": PROMPT}],
"max_tokens": 512

}

perplexity_data = {
"model": “gpt-3.5-turbo"”,
'messa {"role": “user", “content": PRONPT}],
‘max_tokens": 512

# Extended prompt to send to each API to generate more tokens
PROMPT = "Please provide a detailed summary of the history of France,

# Function to measure tokens per second

def benchmark_api(endpoint, headers, data):
start_time = time.time()
response = requests.post(endpoint, headers=headers, json=data)
end_time = time.time()

if response.status_code == 200:
# Print the response for debugging
print(f"Response JSON: {response.json()}")
try:
tokens = len(response.json()["choices'] [0]['text'].split(
time_taken = end_time - start_time
tokens_per_second = tokens / time_taken
return tokens_per_second
except KeyError as e:
print(f"KeyError: {e} in response JSON")
return None
else:
print(f“Error: {response.status_code}, Response: {response.te

# Data payloads for each API
replicate_data = {
"version": "02e509c789964a7e28736978243525956ef40397be9033abfofdz
"input": {“text": PROMPT, “max_tokens": 512}
together_data = {
"model": “mistralai/Mixtral-8x7B-Instruct-ve.1",
essages": [{"role": "user", "content": PROMPT}],
"max_tokens": 512

perplexity_data = {
gpt-3.5-turbo”,
[{"role": "user", "content": PROMPT},

‘max_tokens": 512

Re-plan
and add
print()
around the

exception
to get
debug info



http://www.youtube.com/watch?v=fjHtjT7GO1c

By Cognition A, https://www.youtube.com/watch?v=

Hierarchical planning and dynamic

200 Devin (the developer)

& > C @& previewdevin.ai

Devin's Workspace ® Following

= —
Wl o scon Mcreste s website showcasing the average tokens per second for each LLM Cloud defalk SOIVed the

Service with an interactive element. The title will be "LLM Cloud Service Perf Benchmark® focusing on

Llama 2 70b throughput. Il get started on this now. Compiled successfully! exception
You can now view llm-perf-app in the browser. ba Sed on

Local: http://localhost:3000

On Your Network: http://172.31.31.156:3000 the printed

Note that the development build is not optimized. d b
To create a production build, use npm run build. OUt e ug

webpack compiled successfully Info!



http://www.youtube.com/watch?v=fjHtjT7GO1c

Planning: Takeaways

e Language agents are expanding into new planning scenarios
o characterized by expressive but fuzzy goal specifications, open-ended
action spaces, more difficult and sometimes non-binary goal tests

e Language for reasoning also enables new planning abilities
o Generalist world models and model-based planning
O Hierarchical planning and dynamic replanning

e The best planning strategy is dependent on the LLM; stronger
LLMs may require less scaffolding (i.e., more ‘reactive’)

e How to improve planning in LLMs is still largely an open
guestion
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