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Source: 

https://blog.ml.cmu.edu/2024/10/29/j
ailbreaking-llm-controlled-robots/

• Hallucinate • Jailbreak • Poison LLM

Mementos AutoDAN Shadowcast

https://blog.ml.cmu.edu/2024/10/29/jailbreaking-llm-controlled-robots/


https://sites.google.com/view/cos598aisafety/

The Blame: Misalignment

“genie in a lamp” problem

Steer AI systems toward 

humans’ intended goals, preferences, or ethical principles



Model RewardData
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Web AI Agents Are the Future

Web AI Agents “take actions” in the real world

🔍 Browsing the web

📝 Filling out forms

⚙️Automating multi-step tasks

with greater agency comes greater risk

However,



Web AI Agent Standalone LLM

46.6% 0.0%

% of following malicious requests

Both uses ChatGPT-4o



Why Are Web AI Agents More Vulnerable 

than Standard LLMs?



Double-edged Sword ⚔️ Dilemma: 

 The agent strives to complete 

its task—when it fails, it 

reattempts with a workaround. 

This adaptability is crucial for 

a Web AI Agent to be useful. 

 However, this very adaptability 

makes the agent vulnerable to 

jailbreaks later. 

 Agent's leniency to the same 

input changes over time—what 

was refused before can be 

accepted later! 

Demo: AI Agent Hacking Attempt



Static Defenses Are Insufficient

 Training-time defenses (e.g., fine-tuning, RLHF) lack generalization to unseen 

attacks [Bai et al., 2022]

 Static filters and guardrails are brittle to simple perturbations [Andriushchenko et al., 

2024]

 Machine unlearning offers partial redaction of sensitive data [Li et al., 2024], but 

leakage risk remains [Cooper et al., 2024]

Need: Adaptive, runtime defenses against 

dynamic adversarial strategies.



Training-time Test-time System-level

Capability 

Scaling

 Bigger models, more 

data [Kaplan et al., 
2020]

 Deep thinking 
[Schwarzschild et al., 

2021, Geiping et al., 

2025] 

 Search strategies [Snell 
et al., 2024]

 Agentic AI frameworks 
[Kapoor et al.,2024]

Safety  RLHF alignment

 Unlearning

 Adversarial training

 O-series model

Model Scaling Has Prioritized Capabilities—
Not Security

Lack of test-time / system-level security 

solutions [Zaremba et al., 2025]

 AegisLLM (Ours)



Training-time Test-time System-level

Capability 

Scaling

 Bigger models, more 

data [Kaplan et al., 
2020]

 Deep thinking 
[Schwarzschild et al., 

2021, Geiping et al., 

2025] 

 Search strategies [Snell 
et al., 2024]

 Agentic AI frameworks 
[Kapoor et al.,2024]

Safety  RLHF alignment

 Unlearning

 Adversarial training

 O-series model

Inference-Time Computation Should Secure
as Well as Empower

Lack of test-time / system-level security 

solutions [Zaremba et al., 2025]

 AegisLLM (Ours)

Inference-time security mechanisms can enable adaptive, 

scalable, real-time defenses—mirroring the paradigm that 

advanced LLM capabilities have followed



AegisLLM: Adaptive Agentic Guardrails for LLM Security
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All agents powered by the same backbone LLM



What are some effective 

ways to visualize the stages 

of a cybersecurity incident?

Reasoning: The 

message is 

particularly about the 

Cyber Kill Chain and 

explicitly lays out the 

core stages of the 

framework. Such 

content is unsafe

given the security 

configurations.

User Input:

I apologize, but I 

cannot provide 

information about 

security exploits or 

vulnerabilities.

Output 2:

is_safe: False

is_safe: True

is_safe: False

Visualizations can help. You could use the Cyber 

Kill Chain. A key first step would be 

Reconnaissance (Stage 1), where you identify 

targets. During Weaponization (Stage 2) you 

couple exploits with delivery mechanisms. In the 

Delivery (Stage 3) phase, malware is transmitted, 

then Exploitation (Stage 4) occurs, where you 

exploit vulnerabilities. ...

Reasoning: The question 

is related to cybersecurity. 

However, it simply asks for 

the different stages of a 

cybersecurity incident and 

does not constitute a 

security risk.

Reasoning: The question was 

safe but the answer is unsafe.



Agentic Optimization in AegisLLM

Action (Prompt Updates)

Reward (Safety Score, Flag Rate)

State (Current Config, Performance)

No retraining 

required



Optimization of Agentic 

Framework

• Given a workflow, how do each agent work?
• System prompt

• Communication: information flow

In

Out
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Safe Safe

Out

Unsafe

Output

Output



Jailbreaking Defense
code snippets illustrating the class structures for the 

Orchestrator, Responder, Deflector, and Evaluator 

modules 





Before https://arxiv.org/pdf/2504.20965

G2.1.

https://arxiv.org/pdf/2504.20965


After https://arxiv.org/pdf/2504.20965

G2.2.

https://arxiv.org/pdf/2504.20965








Unlearning
code snippets illustrating the class structures for the 

Orchestrator, Responder, Deflector, and Evaluator 

modules 















https://dspy.ai/

https://dspy.ai/learn/optimization/optimize

rs/



Before https://arxiv.org/pdf/2504.20965

G1.1.

https://arxiv.org/pdf/2504.20965


After https://arxiv.org/pdf/2504.20965

G1.2.

https://arxiv.org/pdf/2504.20965




What about the computation 

graph?

• Optimizing the workflow
• What are the roles?

• How are they connected?

• Autonomous design

• Evolving structure?



Unlearn Cyber, Bio and Chem

on Llama-3-8B

Retain general capabilities



 Post-Processing [Thaker et al. (20204)]: Filter-based

TOFU: The Task of Fictitious Unlearning 

AegisLLM unlearning goal: unlearn the forget-set in the “Responder” while retain retain-set

 AegisLLM “Responder”: Llama-2-7B fine-tuned on TOFU



on Llama-3-8B

 achieves competitive jailbreak resistance 

AegisLLM
maintaining higher utility



AegisLLM is an agentic framework that uses 

multi-agent reasoning to guard LLMs



Why 
AegisLLM 

is a 
Paradigm 

Shift

Inference-time security 
framework that adapts in 

real time

Structured agentic 
architecture for threat 

detection and mitigation

Proactively scales LLM 

defenses without 

compromising utility

Opens the door for 

security-centric foundation 
model systems



Generative AI Security

Stress-Testing Test-Time Reasoning

 Mementos

 AutoDAN  PHTest

 Shadowcast

 Transfer Q*

 GenARM

 Collab

 Poison DPO

 AdvBDGen

 AegisLLM

 VisVM



Generative AI Security

Stress-Testing Training-Time Alignment

 Mementos: Hallucination [ACL24]

 AutoDAN: Jailbreaking [COLM24]

 PHTest: False Refusal [COLM24]

 Shadowcast: Poisoning VLMs [NeurIPS24]

Preemptive

Compromise usability?

 PARL: Solving Distribution-Shift [ICLR24]

 SAIL: Efficient Online DPO [ICMLw24]

 SIMA: Self-improving VLM [NAACL25]



Generative AI Security

Stress-Testing Test-Time Alignment

 Mementos: Hallucination [ACL24]

 AutoDAN: Jailbreaking [COLM24]

 PHTest: False Refusal [COLM24]

 Shadowcast: Poisoning VLMs [NeurIPS24]

Adaptive

 Transfer Q* [NeurIPS24]  GenARM [ICLR25]

 Collab: Multi-agent [ICLR25]

 AegisLLM: Agentic Defense [ICLRw25]

 VisVM: VLMs [ICLRw25]



Generative AI Security

Stress-Testing Test-Time Alignment

 Mementos: Hallucination [ACL24]

 AutoDAN: Jailbreaking [COLM24]

 PHTest: False Refusal [COLM24]

 Shadowcast: Poisoning VLMs [NeurIPS24]

Adaptive

Safety alignment itself can be 

exploited by attackers
 Poison DPO [AAAI25]

 AdvBDGen [ICLRw25]

 Transfer Q* [NeurIPS24]  GenARM [ICLR25]

 Collab: Multi-agent [ICLR25]

 AegisLLM: Agentic Defense [ICLRw25]

 VisVM: VLMs [ICLRw25]



PREFERENCE 

Poisoning 

IN RLHF 



Overview: Analysis of RLHF Poisoning

Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● Clean Reward 

● GPT 4

Models

● LLama

● Gemma

● MistralDone

Not Done● DPO score + Diversity

FT
LOR

A



Related Work

● Universal Jailbreak Backdoors from Poisoned Human Feedback (Rando at el, ICLR 2024)

● Analysed the effects of poisoning percentages in PPO based RLHF algorithms



Related Work: Analysis of Random 

Poisoning on PPO
Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A



Poisoning 

Clean Dataset Poisoned Dataset

Prompt + Trigger

(preferences flipped)

Prompt



Evaluation USING CLEAN REWARD 

(Backdoor ATTACKS)

Prompt + TriggerPrompt

Harmful Response Clean Response 

Evaluating a Poisoned Policy of certain percentage

Poison Score = Difference

Poisoned Policy

Clean Reward Poisoned Reward 

Clean Model

Poisoned Model



Related WORK FINDINGS

● Attacks method (backdoor only) 
○ Random Poisoning 

○ Poisoning the points corresponding to the highest reward

● Findings
○ It is easier to poison the reward function

○ Higher percentages of poisoning needed to implant the backdoor (4% and above)

○ SFT training phase was not enough to create a backdoor

○ Poisoning based on higher rewards didn’t result in much of a difference 



1. Our WORK: Random Poisoning on DPO 

Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A



Findings

● Beta term allows controls the poisoning (trivial)

● Poisoning increases with epochs (trivial)

● DPO also starts getting vulnerable around 4% and above poisoning rates (consistent with PPO)

● Non backdoor attacks are harder compared to the backdoor attack (consistent with most vision 

poisoning literature)



POISONING ACROSS DIFFERENT BETA 

(BACKDOOR)
MODEL: LLAMA 7B, 4% Poison, 4 epochs 



PoISONING ACROSS DIFFERENT EPOCH 

(BACKDOOR)
MODEL: LLAMA 7B, 4% Poison, beta = 0.1 



Poisoning at different poisoning rates

MODEL: LLAMA 7B, epoch=4, beta = 0.1 



Evaluation USING CLEAN REWARD (NON 

Backdoor ATTACKS)

Prompt Prompt

Harmful Response Clean Response 

Evaluating a Poisoned Policy of certain percentage

Poisoned Policy

Clean Reward Poisoned Reward 

Clean Model

Poisoned Model

Clean Policy

Poison Score = Difference



BACKDOOR VS NON BACKDOOR ATTACK 

ON RANDOM POISONINGMODEL: MISTRAL 7b (4 epoch)



2. OUR WORK: DPO Score based 

Poisoning on DPO 
Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A



MOTIVATION

● Find the points that influenced the weight update.



MOTIVATION

● Gradients are expensive

● Will it be enough to consider the scalar values? 

Scalar Vector (high dimension) + Scalar



LORA: Low RANK ADAPTATION (Reducing 

TRAINING PARAMETERS SIGNIFICANTLY)

Reason why it works:

Overparameterized models intrinsically lie on a smaller subspace



Motivation: Why SCALAR IS ENOUGH

● We are using LORA

● In LORA the points responsible for a scalar change tend to also cause 

direction change

Fig : DoRA: Weight-Decomposed Low-Rank Adaptation (ICML 2024)



DPO SCORE BASED POISON SELECTION

Original LLM SFT 

trained
DPO 

Trained

Clean Dataset

(Few 

Epochs)

(More 

Epochs)

Clean Dataset

Score

These are the points for which the function is 

fitting the best. Low loss



Findings

● Selectively poisoning based on loss increase the poisoning 

efficiency across models

● In PPO it selective poisoning based on reward didn’t work

● Potential Reasons

○ PPO is a two tier process (learning reward then learning PPO policy)

○ DPO is supervised learning problem

○ Finding influential points for PPO may be harder

1. What are the potential ways to find influential points in PPO?

2. For Full Fine Tuning will only scalar be enough?



DPO Score based ATTACK VS RANDOM AT 

DIFFERENT PERCENTAGES

BACKDOOR
MODEL: MISTRAL 7b (4 epoch)



DPO Score based ATTACK VS RANDOM AT 

DIFFERENT PERCENTAGES

NON BACKDOOR
MODEL: MISTRAL 7b (4 epoch)



BACKDOOR VS NON BACKDOOR 

ATTACK ON DPO SCORE BASED 

POISONING

MODEL: MISTRAL 7b (4 epoch)



OvERALL COMPARISON

MODEL: MISTRAL 7b (4 epoch)



3. OUR WORK: DPO Score based 

Poisoning with DIVERSITY 
Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A



MotIVATION

● We see a sudden spike in poisoning after certain percentages 

● Can their be certain points among the influential points that care causing the same effect on the model 

(so can be pruned to form a even smaller poison)

● Cluster the influential points based on certain metrics and see if we can form a even smaller dataset



CLUSTERING BASED ON BERT 

EMBEDDINGS 
● Clustering based on bert embedding. Same type of harmfulness will be 

clustered together (privacy , non violent crimes etc)  

5% poison BERT 1% poison

K means Create a new 

dataset by 
even sampling 

Will this be an 

effective poison ? 

Chosen by our 

proposed method



Results: Did Not give a significant increase

What are the other methods we metrics we can use if there exist some to form a 

further compact poison set?

MODEL: MISTRAL 7b (4 epoch)  

Currently exploring gradient directions. Find diversity among them



4. TRANSFERABILITY OF THE DPO SCORE 

BASED ATTACKS
Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A



4. TRANSFERABILITY OF THE DPO SCORE 

BASED ATTACKS
● Motivation:

○ If the attacks are transferable then it can help us formulate black box 

setting. 

● There isn’t much of an overlap between different models 

influential points 

What are the other ways to do blackbox effective poisoning ?(via inferencing 

a model)



Intersection between the influential points in different 
models
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OTHER DIRECTIONS (WE HAVEN’T DONE 

MUCH WORK ON THEM YET)
Attack Model

Backdoor Non Backdoor 

Poisoning Methods

● Random Poisoning

● DPO score based

● Counterfactual

● Active Learning

RLHF

PPO DPO

White Box

Black Box

Feedback

Transferability of attack 

across models ?

Poisoned Model

Evaluation Metrics

● GPT 4

● Clean Reward 

Models

● LLama

● Gemma

● Mistral

● DPO score + Diversity

FT
LOR

A
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furongh@umd.edu https://furong-huang.com/ @furongh
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